ECON 302  


Introduction

I. Intro to me


A. Name, Office, Phone, Office hours

B. Extra times - please call


C. Economist, primary interests, how I use statistics

III. Intro to course


A. Intro course in stats, how many have had HS stats?


B. Applications for business, economics and finance; most examples I come up with will 

be economics, but book has many different examples


C. Course goals



1. Use basic statistical tools to make business and economic decisions



2. Be able to look at stats in the popular media with a critical eye



3. A stepping stone to more courses in stats



4. Be able to use the computer to assist you in statistical analysis


D. Text



1. Mansfield text is required



2. For those who think they'll do more analytical work here, may want a SAS handbook (discuss SAS)



3. Homework using Adventures in Statistics



4. Bring registration card to class on Tuesday.


E. Grading: on syllabus


F. Keys to success



1. Come to class



2. Do the homework assignments – and don’t wait until the end



3. Read the text and do the exercises before class - expect me to call on you to 


explain exercise to the class.


G. What to do if you miss a class

ECON 302

Lesson 1 
Introduction to Stats

1. Vocabulary

a. Statistic: a numerical measure/ descriptive number of a sample of a population

b. Population or universe: the entire group of individuals or outcomes of interest

c. Sample: Part of the population, usually chosen randomly, so that every element in the 

population has the same probability (or chance) of being chosen 

d. Example: I'm a new firm, and I want to know how much demand there is, nationwide for my new product, a self-powered vacuum cleaner which saves domestic engineers a lot of time.  However, it's expensive for me to build a lot of my product if no one will buy it.  So, I choose a random sample from my population (all consumers) and see if they buy the product.  Then, I can make a statistical inference about the success of my product nationwide.

i. Population: all consumers of vacuum cleaners

ii. Sample: customers at selected stores

iii. Statistic: How many sales per month at a given price

e. So usually, in statistics, you're dealing with sample data.

f. Your boss wants to know the results of your vacuum cleaner test

i. Descriptive Statistics – summarize and describe data

(1) How many people bought it

(2) What type of people bought it (how many women, how many men?), etc

ii. Analytical Statistics – help decision makers – i.e. where should we sell the product to make the most profit

2. Choosing a sample is the very important first step – we won’t deal with that too much here

a. What would be some examples of bad sample selection

i. Only putting the vacuum cleaners in urban stores

3. Probability – we need to know the chance that something happens

a. If, in my sample, on average, each store sells 10 vacuum cleaners in the first month.  How confident am I that the true population mean is also 10.  In other words, if all stores were selling the vacuums, would the mean also be 10.  What if my sample were 2 stores? What if my sample were 500 stores?

4. Error

a. Sampling error – if the sample is only 2 stores there is a lot more error than if it is 500 stores.  If the sample is stores A & B, the mean will be different than if stores C & D were sampled:  randomness; luck of the draw.  Would expect that these eventually cancel each other out

b. Bias – persistent error – bad sampling method, for example

i. Other reason for bias:  you study the effect of one variable on another and leave out the really important variable:  cigarette lighters cause cancer

5. Exercise 1.2 – Microsoft sponsors a class to train its employees in the use of a new programming technique.  To estimate how well the employees understand the material, the instructor asks each employee sitting in the front row a question.  6 out of 7 answer correctly.  

a. Does such a sample contain a bias?  What is it?  Yes, the better students often sit in front of the class.

6. Exercise 1.5 - A seaside resort is the scene of considerable controversy over whether or not bars should be allowed to stay open past midnight.  The local paper, which favors the existing arrangements whereby bars must close at midnight, points out that when a neighboring community allowed bars to stay open after midnight, the crime rate increase.  

a. What are the weaknesses in the newspaper’s argument?  Correlation might not imply causation.  The crime rate might have gone up even without the change.  

b. Do you think an experiment could be run to resolve this type of controversy? Compare this town to similar towns that did not change rules. (Hard to so – how to find the “same” type of town.  

7. Should President Clinton (or Governor Pataki or Mayor Guliani) be given credit for the falling crime rate?  Good economic times, low youth population.  

8. Frequency distribution

a. One simple way – in a table and graphically to summarize data – descriptive statistics

b. Establish class intervals and calculate how many observations fall into each interval

c. This is called a frequency distribution – consider this when you write your paper

d. Sometimes the data is qualitative (not quantitative), so your observations fall into different categories:  still can do a frequency distribution

e. Usually the way to make a point most effectively is with a graph – use frequency distributions to make a bar chart (qualitative measurements) or a histogram (quantitative measurements)

f. Can also have cumulative frequency distributions – show the number of measurements in the population that are less than or equal to particular values

g. Usually, we only have a sample, so we do not know what the true frequency distribution is.  We often use the sample to make inferences about what the true distribution is.

9. Find some histograms in the WSJ
10. Exercise 1.32 – In March 1993, Ross Perot conducted a national poll in which he asked listeners to mail in answers to 17 questions, one of which was “Should laws be passed to eliminate all possibilities of special interests giving huge sums of money to candidates?”  A Time/CNN poll asked a similar question, ”Should laws be passed to prohibit interest groups from contributing to campaigns, or do groups have a right to contribute to the candidates they support?”  

a. Do you think the results were essentially the same?  If not, what sorts of differences would you expect based on the differences in the wording of the questions?  No, 80% of Perot’s respondents said yes, compared with 40% of Time/CNN respondents.  

b. Were the samples random?  Perot supporters more likely to answer his survey.

c. If you were the statistician in charge of the Time/CNN survey, what types of histograms might you want to construct for the article?

ECON 302
Lesson 2
Descriptive Statistics


1. Percentiles and Quartiles

a. One way of describing data is to put the data in ascending order and look at certain points – not described much in the book

b. Pth percentile is the value below which lie p% of the data points.  You find the position of the pth percentile with the following formula: (n+1)P/100 where n is the number of data points.  This gives you the position of the pth percentile

i. Find the 50th percentile: first put the numbers in ascending order: 4, 6, 6, 7, 9, 10, 14, 17, 18, 20

ii. Then use the formula to find the position of the 50th percentile: 11*50/100 = 5.5.  If this were a whole number (ie 5, we would choose the 5th number in order, ie 9 and that would be the answer).  Since it's 5.5, we need the number halfway between 9 and 10, ie. 9.5. The 50th percentile is also called the median.

iii. Find the 10th percentile: 11*10/100 = 1.1  We need the number .1 of the way between 4 and 6.  .1/1 = x/2, x=.2, so the answer is 4.2

iv. Quartile is just a special type of percentile: the first quartile is the 25th percentile.  The second quartile is the 50th percentile (also the median).  The third quartile is the 75th percentile.

v. Find the first quartile: 11*25/100 = 2.75  We need the number .75 of the way between 6 and 6 = 6.

c. The percentiles and quartiles do a good job of giving an overall picture of the data, but we need many numbers to do so.  Hard to compare two different sets of data. – When have you seen percentiles – standardized test results

2. Measures of Central Tendency

a. Median: 50th percentile

b. Mode: the value that occurs most frequently: find the mode: 6, could have bi-modal data (two modes) or more than two modes, or no mode

i. Vacuum cleaner, mode = 6

c. Mean - also known as the average, although in this class, it will always be the mean; you sum up all the observations and divide by the number of observations.  Introduce summation notation
i. Find the mean: 111/10 = 11.1

ii. notation: eq \O(x)   vs (, eq \O(x)   is the sample mean, ( is the population mean (recall the 


difference between a sample and a population)

d. All three of these measure central tendency and are thus used to compare two different sets of data.

e. All summarize all the data with one number (as opposed to percentiles or quartiles)

f. Why is the mean higher than the median?  Because there are a few very large observations (18, 17, 20).  The mean is sensitive to extreme observations (called outliers), the median is not.  For example, if 20 were changed to 100, the mean would rise to 19.1, while the median wouldn't change.

i. Use median for income

g. The mode is rarely used.  It is sometimes useful in large data sets because 
there's no computation necessary.  

h. Mean statistics: when is the average best?  Washington Post, 6 Dec. 1995, p. H7  John Schwartz

i. Schwartz remarks that politicians and others often choose a definition of average that best suits their needs.

ii. He tells his readers what mean, median, and mode mean and gives examples of their use and misuse. He starts with the example of John Cannell, who notices that his state's school system claimed high scores on nationally standardized tests and requested test scores from all 50 states. Cannell found that every one claimed to be "above the national average" or the statistical "norm". He called this as the "Wobegan effect". 

i. Taking the tests.Dallas Morning News, 4 Oct. 1994Karel Holloway.

i. As another example, Schwartz remarks that if Bill Gates were to move to a town with 10,000 penniless people the average (mean) income would be more than a million and might suggest that the town is full of millionaires.

j. DISCUSSION QUESTIONS:

i. How could the answers Cannell received be correct?

ii. Someone once claimed that if any one person moved from state X to state Y the average intelligence in both states would be increased. How could this be? Can you think of an X and a Y that might make this statement true?
3. Exercise 2.2, An electronics firm wants to determine the average age of its engineer.  It chooses 10 (out of 289 that work for the firm) and finds the following ages:  46, 49, 32, 30, 27, 49, 62, 53, 37, 39
a. Find the mean age  42.4
b. Find the median age   42.5
c. Is the set of numbers a sample or a population?  Sample
d. Are the mean and median parameters or statistics?  Statistics
4. Exercise 2.10.  In a town in VA, all lots are ¼, ½, 1 or 2 acres.  According to a local real estate firm, the frequency distribution of lot sizes is ¼: 100, ½: 500. 1: 50, 2: 20.  
a. What is the mode?  ½ acre
b. Is the mode bigger than the mean?  Mean = .54
c. Is the mode bigger than the median?  Median = 1/2
5. Measures of variability or dispersion

a. These measures tell us if our data is close to the mean or all spread out.

b. Most common measure: variance and the square root of the variance, the 


standard deviation

i. s2 = sample variance = 
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seq Equation  \* Arabic  \h1
ii. If you knew the whole population: (2  (population variance)= same, but  eq \O(x)  = ( and denominator = N

(1) Why n-1 versus N, will be more in detail later, but basically because you're estimating mean.  Need n-1 to eliminate bias2
iii. Standard deviation is just square root of variance

c. We will use the standard deviation a lot through out the course.  Certain distributions, like the normal have very predictable characteristics like what proportion of the sample is within 1 or 2 or 3 standard deviations from the mean.  We also use standard deviation to denote the riskiness of financial assets.

6. Exercise 2.12.  A finite population consists of 7 prices $3, $4, $5, $6, $7, $8, $9.  

a. Compute the variance and standard deviation.  Variance = 4, standard deviation = 2, mean = 6
7. College Board study shows test prep courses have minimal value The New York Times, 24 Nov. 1998 A23  Ethan Bronner

a. The College Board has completed a study of the question of whether coaching improves one's SAT scores. There has been a long-running debate over whether students can improve their SAT scores by taking courses, such as those offered by Kaplan Educational Centers or Princeton Review. Kaplan has stated that the average increase in one's SAT scores after taking their course is 120 points (out of 1600 possible points), while Princeton claims an average increase of 140 points. The College Board has long maintained that their tests are objective measures of a student's academic skills (whatever that means), and that preparation courses, such as those offered by the companies mentioned above, do not improve a student's score. It should be noted here that the College Board itself publishes preparatory material for the tests, maintaining that familiarity with the test styles improves scores. This debate is of some importance in relation to minority college admissions. If, in fact, one can significantly improve one's scores through coaching, then people who can afford to pay for coaching would have an unfair advantage over people who are less well off. Attempts to determine who is right using statistics are faced with several complications. First, the set of people who choose to take preparation courses is self-selected. Second, those who choose to enroll in such courses seem to be more likely to employ other strategies, such as studying on their own (wow! what a concept!) to help them get a better grade. Third, it is likely that if one takes the SAT test several times, one's scores will vary to a certain extent. The results of the College Board study, which was undertaken by Donald E. Powers and Donald A. Rock, are that students using one of the two major coaching programs were likely to experience a gain of 19 to 39 points more than those who were uncoached. We note that this is much less than was claimed by these coaching services (see above). The study concludes that there was no significant improvement in scores due to the coaching. We will now attempt an explanation of why the difference in the gains mentioned above are statistically insignificant. In fact, the College Board claims that the test has a standard error of 30 points. To understand what this means, suppose we compute, for each student who takes the SAT more than once, the difference between his or her first and second SAT scores. Then the data set of all such differences has a sample standard deviation of 30 points. This means that the difference in the average gains for coached and uncoached students is about the same as the standard error of the test. 

b. DISCUSSION QUESTIONS:

i. How do you think they actually carried out this study? 

ii. How big a problem do you think the self-selection is? Could it be avoided? 
ECON 302
 Lesson 3
Descriptive Statistics; Graphs in Economics; Using statistical software

Make copies of Wonnacott, put data sets on network (Mansfield 12.6 and 2.43)

1. Methods of displaying data

a. Pie charts

i. A chart which displays percentages of a total 

ii. The total pie is 100% and the slices are the percent represented by the various 


categories

iii. For the vacuum cleaner example, you might want a pie chart of each store's 


contribution to total sales (see attached)

b. Bar and column graphs

i. Display categorical data when there's no emphasis on percent of total

ii. Could do a bar chart of sales from each store  - see sheet

iii. This is where computers are handy

c. Scatterplots

i. Two series of data that are linked, x and y axes, make dots - show you a pattern between the two sets of data.  Sometimes - connect the dots  

ii. Example: sales vs. salespeople -> do example on board

d. Time Series Graph

i. When you have one (or more than one variable with respect to time)

2. Caution about graphs – Give out handout from Wonnacott and Wonnacott
a. Disappearing baseline:  scale is not constant along the vertical axis 

i. Restoring the complete y-axis shows a much more modest performance for the Post with the News still well in the lead.

b. The Giant Oil Drum: Since the initial price of $13.34 is about 6 times as high as the initial price of $2.41, the artist made the oil drum 6 times as high.  But it is also 6 times as wide and deep, which means that the bug oil drum holds about 63-216 as much oil as the little one.  Also, the increase in oil price was offset by inflation. 

i. When the oil price is expressed in constant buying power (1972 dollars), its increase is only about 3 ½ fold, with the largest increase occurring from ‘73-‘74

c. Misleading comparisons – Graphing US government expenditures over time (time series).  But, a more relevant question is how did expenditures grow relative to the entire economy (GDP).  

d. Selecting a peculiar base year – misleading comparisons over time – Suppose we asked how the stock market did up until 1954.  Figure A shows it stood still and Figure B showed a tremendous rise.  

i. Show full time series:  the full story is a rapid collapse followed by a long recovery

3. Exercises for today: 2.23, 2.26, 2.42, 2.43
a. Exercise 2.23 – Data have been published which indicate that the more children a couple has, the less likely the couple is to get a divorce.  Does this indicate that increases in the number of children are related causally to the likelihood of divorce?  Why or why not?
i. No, perhaps divorce is more common among young people who have not had as many kids.  Perhaps it is less common among religious people who have more kids.  Perhaps it is that those people who suspect they will divorce choose to have fewer kids.  Correlation does not equal causality.
b. Exercise 2.26 -  “Patents are of little value since the Supreme Court invalidates most of the patents that come before it.”  Do you agree with this statement?  If not, in what way does it represent a misuse of statistics?
i.  Although it may be true that most patents are invalidated, those that are invalidated may have very great importance and value.  The variation about the average is neglected.  Also, many patents are never contested before the Supreme Court.  Thus this may not be the relevant population.
c. Exercise 2.42 – According to researchers, a large percentage of juvenile delinquents are middle children (not first or last born).  Does this imply that being a middle child contributes to delinquency?  Studies have shown that there is a strong direct relationship between family size and delinquency.  Can this help explain the researchers results?

i. In large families, most children are middle children. 

d. Exercise 2.43: To be done in class later

4. Introduction to SAS

a. Start with a simple data set (Mansfield 12.6)

b. Different windows

c. How to save work

d. Histogram

e. Summary statistics

f. Scatterplot

5. Using SAS for exercise 2.43

a. Histogram; Mean and standard deviation

Lesson 4
Introduction to Regression

1. Three examples (have students brainstorm explanatory variables)

a. A product manager in charge of a particular brand of children’s cereal would like to predict demand during the next year.  The manager and her staff list the following variables as likely to affect sales:  price, # kids, prices of other cereals, advertising, annual sales this year

b. A real estate agent wants to more accurately predict the selling price of houses.  He believes that the following variables affect the price of a house:  size of house, number of bedrooms, frontage of the lot, condition, location

c. Two economics researchers wants to know what factors affect the divorce rate in a state.  From economic theory they formulate a model which links the probability that a couple divorces to the generosity of the welfare system, property distribution laws, waiting periods, the age at which the woman married, race, education level, number of kids, level of conservatism in the state, earnings, region of the country, whether this is a first marriage.

2. Common elements among regression models:

a. Predict the value of one variable on the basis of other variables.  In other words, develop a quantitative answer to the research question:  What affect does X have on Y?

b. Develop a mathematical equation (from economic or other theory) that describes the relationship between the dependent and independent (or explanatory) variables.  We will start with a simple linear regression (on independent variable).  Example A firm’s R&D depends on its sales

c. Usually the model is written in the form: y=b0 + b1* X (explain terms)

i. This would be a deterministic model.  But not all R&D expenditures will fit exactly into the model.  Some firms may be more high-tech than others and thus use more R&D.  But we can’t observe that.  So we write the model as y=b0 + b1* X + e (where E = epsilon, the Greek letter. 

3. First step, draw a scatterplot.

a. Can see if there is a positive or negative relationship

b. You could draw a regression line fitted by eye to the data.

4. How do we choose what the best line is?  Brainstorm

a. Least Squares criterion.  Select b0 and b1 to minimize the pattern of vertical Y deviations (called prediction errors).  We will choose to minimize the sum of the squared deviations.

b. The formula for 
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c. The formula for 
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d. Do this calculation for 12-6 if time permits

5. Usually, these calculations are done by a statistical package on the computer (SAS, etc.)

a. Look at output for 12-6

b. Explain how to find coefficients

c. Do the regression on SAS if time permits.

Exercise 12-6
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                                        The REG Procedure

                                          Model: MODEL1

                                   Dependent Variable: R_D R_D

                                       Analysis of Variance

                                              Sum of           Mean

          Source                   DF        Squares         Square    F Value    Pr > F

          Model                     1         133840         133840      97.71    0.0006

          Error                     4     5479.15047     1369.78762

          Corrected Total           5         139319

                       Root MSE             37.01064    R-Square     0.9607

                       Dependent Mean      102.33333    Adj R-Sq     0.9508

                       Coeff Var            36.16675

                                       Parameter Estimates

                                          Parameter       Standard

        Variable     Label        DF       Estimate          Error    t Value    Pr > |t|

        Intercept    Intercept     1       15.15223       17.49531       0.87      0.4353

        Sales        Sales         1        0.00818     0.00082725       9.88      0.0006

Calculating the coefficients by hand:

Firm
Sales
R&D
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ECON 301

Lesson 4

Probability: Definitions and Rules

I. Probability

A. Chance that a certain event occurs

B. Subjective vs. objective

C. Classic examples: rolling a fair die, picking one card from a deck

D. Subjective: probability of rain, probability of Yankees winning the World Series

II. Vocabulary

A. Elementary Set Theory, Example: rolling a fair die, possible outcomes for the Red 

Sox

1. A set is a collection of elements, a group

2. Experiment is a process which leads to outcomes.

3. An outcome may be an observation (a number 4 came up on the die) or a measurement (in 2 rolls, the total score was 10)

4. The universal set or the sample space is the set containing everything (all possible elements) S= {1,2,3,4,5,6} or {Yankees win Series, Yankees win pennant & not series, Yankees don't win pennant}.  The elements are the outcomes.

5. Sample space is S, all possible outcomes given the experiment.  An event is one outcome or a set of outcomes.  It is a subset of X. A(X means X contains A or A is a subset of X

a. Sample space for die roll is (1,2,3,4,5,6), the set of outcomes.  Possible 


events are even, 5, >2, etc.

b. If all outcomes are equally likely, then the probability of an event is the size of the event |A| over the size of the sample space |S|.

c. Probability of even throw

d. Infinite sample space example(throwing darts)

6. The empty set is the set containing no elements ( eq \O(O,/))
7. The complement of set A is everything in S that isn't in A (not A) called 'not A', so if set A is getting an even number, its complement is getting an odd number, if set A is Yankees winning the pennant, eq \O(A)  is Yankees not winning pennant 
8. Visual sample space
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9. Universal set is the box, other sets are usually circles (must be inside box)

10. Show Venn diagram,  DO ALL EXAMLES WITH DICE AND RED SOX
a. union  (A or B ) - all elements in A or B or both (even or <4).  

(i) Elements of A or B -> 1,2,3,4,6 

b. intersection ( A and B ), all elements that are in both A and B( even and <4); intersection is also called joint probability - Elements of A and B -> 2

c. Disjoint sets have no intersection, <3 and >5

d. Show complement on Venn

III. Basic Probability Rules

A. 0(P(A)(1

B. P( eq \O(O,/))=0

C. P(S)=1

1. the higher the probability, the more certain/likely the event.  Weather tomorrow: rain, snow, cloudy or sunny. 

2. Each probability between 0 and 1.  If P(rain) = .25 and P(sunny) = .35, then it's more likely to be sunny than to rain.  P(no weather) = 0  ie. if A ( X, P(A) ( P(B)
D.  P(not A) = 1 - P(A)

1. if A = precipitation (snow or rain) and P(A) = .4, then P(no precip) = .6
E. Now think back to the die.  What is the probability of even or less than 4?  

1. Even or <4  

2. At first glance, P(even)+P(<4) = 1.  

3. But this can't be, we know the probability is 5/6.  We double counted '2'.  So we must subtract out the intersection of even and <4 (ie '2').  

a. P(A or B) = P(A) + P(B) - P(A and B)

b. Addition rule

4. What happens to this expression if P(A and B) = 0?  

a. Then the P(A or B) = P(A) + P(B).  These are disjoint sets and the two events are said to be mutually exclusive

IV. Exercises, 3.4, 3.6, 3.8

A. Exercise 3.4: An economist says that the odds are 2 to 1 that a recession will not occur next year.  He also says that the probability that neither a recession nor a boom will occur next year is .7.  Are his statements consistent?  Explain

1. He is saying the probability of a recession not occurring is 2/3.  He is also saying that the probability that neither a recession nor a boom will occur is .70.  This is inconsistent because the latter probability must be no greater than the former.

B. Exercise 3.6: 40 % of the members of a firm’s board of directors favor raising the firms’ dividend rate and 20 % favor keeping it at its current level.  What is the probability that a member of the board favors either raising the dividend rate or keeping it at its current level?

1. Mutually exclusive events:  .4 + .2 = .6

C. Exercise 3.8: The Monroe Corporation is in a high-crime area.  A criminologist says that in this area, the probability that an 18 year old high school dropout will be arrested for theft is .05, and the probability that he or she will be arrested for either theft or homicide (or both) is .06.

1. Is the probability that he or she will be arrested for homicide equal to .01?

a. Only if mutually exclusive

b. P( T) = .05, P(T or H) = .01. P(H) = P(T or H) – P(H) + P(T and H)=.06-.05+P(T and H)

2. Is the probability that he or she will be arrested for homicide less than .01?  No, more

V. If time permits, go on to next lesson.  Then, at the end of the chapter, do extra problems

ECON 301
Lesson 5

Probability: Independence, Conditional and Marginal Probabilities, Bayes TheoremPRIVATE 

I. Conditional Probability

A. P(A|B) - what you are doing is reducing the sample space.  Probability of A given that B occurs

B. P(A|B) = P(A and B) / P(B)

C. Remember, probabilities are the 'size' of the event, in this case A and B (the intersection) over the 'size' of the sample space (now B).  the joint probability over the marginal probability

D. Die rolling again: P(2|<4).  New sample space is 1,2,3, so we know answer is 1/3.  Use formula: 1/6 ( 3/6 = 1/3


E. Yankees example: P(win world series|all players healthy)

II. Multiplication rule

A. We can manipulate the equation to get an expression for the intersection 

B. P(A and B)= P(A|B) * P(B) = P(B|A) * P(A)

III. Independence of Events

A. Two events are independent if P(A|B) = P(A)

1. P(B|A) = P(B) (SOLVE IT OUT FOR CLASS)
2. Multiplication rule with independent events

a. P(A and B) = P(A)*P(B)   (SOLVE IT OUT FOR CLASS)
3. Independence means that the occurrence of one event does not affect the other. 

a. Example of temp.  

b. P(<32F|winter) eq \O(=,/)  P(<32F)  BUT    P(<32F|Tuesday) = P(<32f)

4. Mutually exclusive vs. independent: mutually exclusive events are NOT independent.  If A happens B cannot and VV. Independent events just mean that the outcome of one doesn't affect the outcome of the other

IV. Exercises 3.12, 3.14, 3.36

A. Exercise 3.12 – The Brennan Corporation is selling its office building.  Its president believes there is a .2 chance that each potential buyer who inspects the building will purchase it.  What is the probability that more than two potential buyers will have to inspect the building before Brennan finds a buyer?  (Assume that the decisions of the potential buyers are independent)

1. We can write this as P(not1 and not2) = P(not1) * P(not 2) = (1-P(1)) * (1-P(2)) = .8*.8=.64

2. Alternatively, we can calculate this as 1-P(first buyer buys) – P(second buyer buys|first buyer doesn’t buy) * P(first buyer doesn’t buy it)= 1-.2 – (.2)*(.8) = .64 . 

B. Exercise 3.14 – An article in a NY newspaper by two well-known columnists stated that if the probability of downing an attacking airplane were .15 at each of 5 defense stations, and if a plane had to pass all five stations before arriving at the target, the probability that the plane would be downed before reaching the target was .75.  Do you agree with that reasoning?  If not, what is the correct answer?

1. P = 1- P(not1)*P(not2)…*P(not5) = 1-.85^5 = .556

C. Exercise 3.36 – According to the NYT, “Among the highest risk taken by the general public is in automobiles, where the chance of death for each person is 1 in 4000 each year.”  Is this a marginal or conditional probability?  How would you determine whether this estimated probability is correct?

1. Marginal  Need data concerning the proportion of people in automobiles that die.

V. Bayes Theorem

A. Law of Total Probability

1. P(A) = P(A and B) + P(A and not B)
a. Die example: P(<4) = P(<4 and even) + P(<4 and odd)  1/2 = 1/6 + 1/3
b. The sets B and not B are said to partition the space of A.  In other words, they cover the whole set (B or not B  = X) and are mutually exclusive.
B. Using the formula for conditional probability
1. P(A) = P(A|B)P(B) + P(A| not B)P(not B)
2. P(<4) = P(<4|even)P(even) + P(<4|odd)(P(odd)

3. 1/2 = 1/3 * 1/2 + 2/3 + 1/2 = 1/6 + 1/3

C. Combining rule of conditional probability and law of total probability

1. P(B|A) = P(A and B) ( P(A) 

2. P(A and B) = P(A|B) P(B)
3. P(A) = P(A|B) P(B) + P(A| not B)P(not B)

4. P(B|A) = P(A|B)P(B) ( { P(A|B)P(B) + P(A| not B)P(not B) }
D. Why is Bayes theorem helpful?  If you know P(A|B), you can get P(B|A)

E. P(B) is called prior probability. P(B|A) is called posterior probability.  This is used to update your probabilities.  Often used for medical testing (if you get a positive Aids test, what is your probability of actually having Aids) or law (if you failed the lie detector test, what is the probability that you actually lied), etc

VI. Exercise 3.28 – Five percent of the tires produced by a particular factory are defective.  The factory buys a machine to check each tire before shipment.  The probability that the machine will fail to recognize a defective tire is .1, and the probability that it will consider a nondefective tire to be defective is .05.  If a tire is checked by the machine, and is considered nondefective, what is the probability that it really is nondefective?

A. Def = tire is defective
mach=machine says its defective

B. P(def) = .05
P(not mach|def) = .1
P(mach|not def) = .05

C. P(not def|not mach) = P(not mach|not def)*P(not def)/ P(not mach|not def)*P(not def)+ P(not mach|def)*P(def)

D. = .95*.95 / (.95*.95 + .1*.05) = .9025/.9075 = .9945

VII. Breakfast Food Case Study

Probability Theory, Random Variables, Expected Value

1. Random value is a numerical quantity determined by chance

a. Examples

i. The sum of 2 numbers on a pair of dice

ii. The number of times you have to throw a die before a “2” comes up.

iii. The number of defective products in a shipment of 1000 items.

iv. The number of six-packs of beer sold by Grand Union in a day.

b. Random variables must:

i. Be numerical:  The name of the brand of beer sold most often at Grand Union is not a RV

ii. Be defined for all elements of the sample space.  There must be a number associated with any possible outcome

c. Before the experiment, the value of the RV is unknown.  After the experiment, the value is known.

d. Discrete and continuous:  All examples above discrete

i. Continuous: What is the time until the next phone call I receive?  What is the exact weight of the next loaf of bread you buy?

2. Probability Distributions
a. A table, graph, or mathematical function showing the probability for each possible value of the random variable
b. P(X=x) ; explain - also shorten to P(x)
c. The sum of all probabilities = 1

d. Each probability must be between 0 and 1

e. Each outcome is mutually exclusive and together, they partition the sample space

f. Just as RVs can be discrete or continuous, so can probability distributions.  Today, we will concentrate on discrete distributions.
3. Example:  Find the probability distribution of the sum of the numbers when a pair of dice are tossed; independent events   P(A and B) = P(A)*P(B) because they are independent events

a. First define sample space: 2-12

b. Discrete prob distribution

c. Need P(x) for each x

x
P(x)

2
1/36

3
2/36

4
3/36

5
4/36

6
5/36

7
6/36

8
5/36

9
4/36

10
3/36

11
2/36

12
1/36

d. Check it's a valid prob dist.: all P(x) >=0 and (=1

e. Cumulative Distribution Function

i. P(X(x) known as F(x) = ( for all i(x P(i)

ii. CDF for dice

x
P(x)
F(x)

2
1/36
1/36

3
2/36
3/36

4
3/36
6/36

5
4/36
10/36

6
5/36
15/36

7
6/36
21/36

8
5/36
26/36

9
4/36
30/36

10
3/36
33/36

11
2/36
35/36

12
1/36
36/36

iii. CDF must be non-decreasing (weakly increasing) and 
must = 1 at the largest value in the sample space

f. Prob that the sum is ( 9 = 30/36

g. Prob that the sum is > 7 = 1-F(7) = 1- 21/36 = 15/36  (complementary events)

h. Prob that the sum is between 4 and 6 = F(6) - F(3) =15/36 - 3/36 = 12/36

i. Alternatively, P(4(X(6) = P(4)+P(5)+P(6) = 12/36

4. Exercise 4.1:  Three items are in a shipment.  They have 3, 4, and 5 defects, respectively.  One of these items is chosen at random for inspection.  Then a second item is chosen (the first items is not returned to the shipment).  Let X represent the sum of the number of defects in the two items chosen for inspection.  What is the probability distribution of X?  What is the probability that X is less than 8? Greater than 7?

X
P(x)

7
1/3

8
1/3

9
1/3

a. Could also write as an equation, P(x) = 1/3 , x=7, 8, 9

b. P(X<8) = 1/3

c. P(X>7) = 2/3 

5. Exercise 4.16.  Let X be the price in dollars of a particular common stock two years from today.  The probability distribution of X is P(x) = 1/10 for x =1, 2, …10.  Draw a line chart representing this probability distribution

6. Exercise 4.17.  Which of the following are RVs?  All are known quantities, not determined by chance

a. President Clinton’s birthday? No

b. The number of years in a century? No

c. The number of presidents in the US in the nineteenth century? no

7. Expected Value of Discrete RVs

a. Expected value of a discrete RV is the "average long run value", notation E(X), analogous to the mean

b. Computed as a weighted average of the possible values, weighted by their probabilities

i. E(X) = ( x*P(x)

c. Toss a fair coin, heads win $1. tails lose $1.  E(X) = ½(1) + ½(-1) = 0.  Games of chance with an expected value of zero are called fair games.

d. Expected value of the sum of two dice rolls:

i. 2*(1/36) + 3*(2/36) + 4*(3/36) + ... + 12*(1/36)= 252/36 = 7   (but, the expected value of a discrete RV doesn't have to be one of the possible values)

e. Expectation of a function of X (say X^2 or 2X) 

i. E(h(x)) = ( h(x)P(x)

ii. So the expectation of the sum of the two rolls squared:

(1) 4*(1/36) + 9*(2/36) + 16*(3/36) + ... + 144*(1/36)=1984/36 = 55.11 

(2) Note that this is NOT E(X)^2!!

iii. Some shortcuts: E(aX + b) = a E(X) + b      where a and b are constants

8. Variance of a RV is the expected squared deviation from the mean (or expectation).

a. V(X) = E{(X-E(X))^2} = ( (x-()^2 * P(X)

b. Shortcut for the variance: V(X) = E(X^2) - {E(X)}^2

c. Therefore, the variance of the sum of the two dice is  V(X) = 55.11 - 49 = 6.11

d. Standard Deviation is the square root of the variance

e. Variance of a linear function: V(aX + b) = a^2 V(X)

9. Exercise 4.12.  There is a .97 probability that no accident will occur at a particular power plant during each day.  The probability of one accident is .02.  The probability of two accidents is .01.

a. What is the expected number of accidents in a day? E(X) = .97 (0) + .02(1) + .01(2) = .04

b. What is the expected number of accidents in ten days? E(10X) = 10*E(X) = .4

c. What is the variance of the number of accidents in a day?  V(X) = .97*(.04)^2+.02*(.96)^2+.01(1.96)^2 = .0584

d. What is the standard deviation of the number of accidents = sqrt(.0584) = 0.242

10. Exercise 4.14.  The Alpha Corporation sells bicycles.  It is equally likely that it will sell 0, 1, 2, 3, or 4 bicycles in a day.  The sales representative gets no commission on the first bicycle, $20 on the second, $30 on the third and $40 on the fourth.

a. What is the expected value of income of the sales rep?

X
P(x)

0
1/5

0
1/5

$20
1/5

$50
1/5

$90
1/5

i. E(X) = $32

b. Is this a value that the RV can assume? No

c. What is the standard deviation of the sales rep’s income in a day?

i. $34.29

d. What is the expected value of income in a two-day period?

Combo of sales
Income
Combo of sales
Income

0,0
0
3,0
50

0,1
0
3,1
50

0,2
20
3,2
70

0,3
50
3,3
100

0,4
90
3,4
140

1,0
0
4,0
90

1,1
0
4,1
90

1,2
20
4,2
110

1,3
50
4,3
140

1,4
90
4,4
180

2,0
20



2,1
20



2,2
40



2,3
70



2,4
110



X
P(X)

0
4/25

20
4/25

40
1/5

50
4/25

70
2/25

90
4/25

100
1/25

110
2/25

140
2/25

180
1/25

i. 64

e. Yes, the expected value of the sum of 2 RVs is equal to the sum of the expectations, whether or not they are independent.

11. Exercise 4.24.  The Meridian Theater sells candy in its lobby.  The number of candy boxes is a RV with and expected value of 1150 and a standard deviation of 425.  The Meridian theater earns a profit on 12 cents on each box it sells.

a. Is profit an RV? Yes

b. E(.12X) = $138

c. What is its standard deviation? S(.12X) = .12S(X) = $51

12. Joint probability distributions occur when there are 2 random variables.  Again, we can have marginal and conditinal probability distributions.

a. Example.  Let X denote whether a particular flight is on time (0 is on time, 1 is not), and let Y denote whether the flight encounters turbulence (1 if turbulence, 0 if not).  The joint probability distribution is as follows:


Value of Y

Value of X
0 (no turbulence)
1 (turbulence)

0 (on time)
.75
.05

1 (late)
.15
.05

i. What is the marginal probability distribution of X?  In other words, what is the probability distribution of X regardless of what Y is?  P(X=0) = .8, P(X=1) = .2

ii. What is the conditional probability distribution of X given Y=1?  P(X=0|Y=1) = .05/.1 = .5; P(X=1|Y=1) = .5

iii. Are X and Y independent?  Check:  Is P(X=0) = P(X=0 | Y=1)?  No

13. Sums of expectations of random variables

a. Expectation of the sum is the sum of the expectations, even if not independent.  Saw this in the salesman example.

14. Can also calculate the variance of sums of RVs: equation in the book.  Be aware that this is possible 

15. Exercise 4.26

a. 2 firms produce a certain computer.  Let G=0 if Jared cuts prices, and 1 if not.  Let R=0 if Richard cuts prices and 1 if not.  The joint probability for G and R is


Value of R

Value of G
0 (price cut)
1 (no price cut)

0 (no price cut)
.6
.05

1 (price cut)
.05
.3

i. What is the marginal probability distribution of G?  P(G=0)=.65, P(G=1)=.35

ii. What is the marginal probability distribution of R?  P(R=0)=.65, P(R=1)=.35

iii. What is the conditional probability distribution of G, given that R=0?  P(G=0|R=0) = .923.  P(G=1|R=0) = .077

iv. What is the conditional probability of R, given that G=1? P(R=0|G=1) = .143.  P(R=1|G=1) = .857

v. Are G and R statistically independent?  No  P(G=0) ( P(G=0|R=0)

16. Chebyshev’s Inequality (if time permits)

a. One last interesting theorem about random variables.  If we know the standard deviation, we can make some interesting statements about the variability of the values that the RV can assume.  

b. For any random variable, the probability that the RV will assume a value within k standard deviations of the expected value is at least 1-(1/k2)

i. The probability that the RV will assume a value within 2 standard deviations of the expected value is at least 75%.  For some distributions, more, but at least 75%

ii. Useful in quality control for manufacturing

Binomial Distribution

1. The Binomial Distribution

a. Discrete random variables; n identical and independent trials with 2 possible outcomes: success or failure.  Each of these trials is called a Bernoulli trial

b. Known and constant probability of success 'p'.  Probability of failure is 1-p

c. The binomial distribution counts the number of successes in n trials.

d. Example: interview random voters after the polls.  Call interviewing a Democrat a "success", interviewing a Republican or other a "failure".  p=proportion of Democrats in population.  n=# of interviews, X(the binomial RV is the number of Democrats interviewed.

e. The probability of any GIVEN sequence of successes (x) is px(1-p)(n-x).  The number of trails that give x choices out of n trials is 
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f. Review factorials; remember 0!=1

g. Easy to compute at low levels of n and r.  

i. Example:  What is the probability that an interviewer, choosing 4 voters randomly from the population of New York, will interview no Democrats?  (Assume the % Democrats in NY is 55%)

ii. P(0) = 4!/4! (.55)0 (.45)4= .041

iii. P(1) = 4!/1!3! (.55) (.45)3 = 4*.050119 = .2005

iv. Etc.  Can come up with the entire probability distribution

h. Tables for higher levels (Appendix Table 1).

i. If p>.5, redefine success and failure.  Do the above examples with the table.

j. This table shows the probability distribution.  Table 12 has the cumulative distribution function prob (P<x).  

k. Example: What is the probability that a random interviewer would choose fewer than 10 Democrats when interviewing 15 voters in New York (% Democrat in NY is 55%)?

i. n=15, k=10, p=.55, We want Prob(X<10) 

ii. Two ways to do:  Table 1, redefine success and failure.  Success is choosing Repub, n=15, p=.45, Prob (Y>5) =.1914+.2013+.1647+.1048+.0515+.0191+.0052+.0010+.0001=.7391

iii. Second way:  Table 12, n=15, p=.45, Prob (Y>5) = 1-Prob(Y<=5) = 1-.2608 =.7392  (rounding off)

l. Example: What is the probability that the interviewer chooses between 5 and 7 Republicans?  N=15, p=.45, P(Y<=7) – P(Y<=4) = .2013-.0780 = .1233

2. The mean (or expected value) of the binomial is np.  The variance is np(1-p)

a. What is the mean and the variance of the voter example?

i. Mean  number of Democrats = 15*.55 = 8.25

ii. Variance =3.7125   SD = (variance = 1.926785

3. Exercise 5.6:  The Maroni Corporation bids on 10 jobs, believing that its chance of getting each one is .1

a. What is the expected number of jobs it will get?  Np = 1

b. What is the standard deviation of the number of jobs it will get? Sqrt(Np (1-p)) = sqrt(.9) = .9487

c. What is the probability that the number of jobs it gets is less than 1?  N=10, p=.1 P(X=0)=.3487

d. What is the probability that the number of jobs it gets is above the expected value but less than one standard deviation above it?  P(1<X<1.9487) = 0

e. What is the probability that the number of jobs it gets is above the expected value but less than 2 standard deviations above it?  P(1<X<2.8974)  = P(X=2) = .1937

4. Exercise 5.7  The football team at the university has a .4 probability of winning each of the 9 games that remain.  If the team wins at least 8 of these games, the coach will receive a pay raise of $5K, otherwise, he will receive a pay raise of $2K.

a. Is his pay raise a random variable?  Yes.  Does it have a binomial distribution? n=1, p=binomial with n=9, p=.4  p=prob (X>=8) = 1-P(x<=7) = 1-.9962 = .0038

b. E(X) = 5000(.0038) + 2000 (.9962) =2011.4

c. Std dev = sqrt ( .0038(5000-2011.4)2 + .9962*(11.4)2) =  184.58

5. Exercise 5.8 John Martin installs 10 hot water heaters in a particular housing development.  The chance that each heater will last more than 10 years of .3

a. Construct a line chart showing the probability distribution of the number of hot water heaters lasting more than 10 years.

b. Skewed left or right?  Right

c. Construct a line chart showing the probability distribution of the number of hot water heaters not lasting more than 10 years.  Skewed left

d. Mention that as n increases, distribution becomes more symmetrical

6. Exercise 5.26 Uphill manufacturing has 7 suppliers that provide it with materials.  There is a 10 % chance that each of the suppliers will be unable to provide the materials within the next 6 months.  

a. N=7, p=.1, P(X=7) = .0000 (not exactly zero, but rounded off to the nearest 4 decimal places)

b. N=7, p=.1, p(x>=3.5) = 1-P(X<=3) = 1-.9973 = .0027

c. Expected value = np = .7

d. Standard deviation = sqrt (np(1-p))=.7937

e. No longer independent:  greater probability of work stoppage

Continuous Random Variables and the Normal Distribution

I. Continuous RVs

A. Discrete RV  - x on the horiz axis, P(x) depicted by area under graph.  Total area = 1.

B. Example: Men's heights (to the nearest inch)

C. Can make increments smalls (nearest 1/2 inch).  Height can be a continuous RV, as interval becomes smaller, histogram tends to a continuous probability distribution (area under curve remains 1)
D. Demonstrate using the normal approximation to the binomial http://www.ruf.rice.edu/%7Elane/stat_sim/normal_approx/index.html

E. The top of the area can be described by a function, called the probability density function (or PDF).

F. Probabilities are measured as areas under the curves

G. Continuous RV can take on any value within a range of #s

H. f(x) is the PDF

1. >=0 for all x

2. Total area under f(x) = 1

3. Probability that X is between two numbers a and b is equal to the area between a and b

4. The probability of any PARTICULAR value is zero.

I. F(x) is the CDF and is the area under f(x) between the smallest possible value (could be -() and x.

II. The Uniform Distribution

A. generally, f(x) = c, a constant

B. Uniform over the interval [0,10] : f(x) = 1/10 for 0(x(10;=0     elsewhere

C. Draw the graph

D. What is the probability that x is less than 3?

1. Area under curve from 0 to 3, a rectangle with height of 1/10 and length of 3 = 3/10

2. The expected value of a continuous RV is the "average value" resulting from repeated draws.  for the uniform, it is the midpoint of the interval.  For those who remember calculus, it is the integral of x*f(x) dx

a. 
(x*f(x) dx = ( .1x dx = .05x2from 0 to 10 = 5

III. The Normal Probability Distribution

A. Continuous RV, smooth 'bell-shaped' curve  - draw it, continuous RV, x from -( to (.  

1. Symmetrical

2. 2 parameters: mean: ( and SD: (
3. formula : f(x) = (1/(2(()* e ^ {-((x-()^2)/(2(^2)}

a. Don't have to memorize!

B. Often, a discrete distribution is said to be "approximately normal" when the shape of the distribution is close to the normal

1. The normal curve is a reasonable approximation for many populations.  Thus it is often used in statistics

C. If X is distributed as a normal RV, we write X~N((, (-squared)


D. A special type of normal distribution is the standard normal: mean  = 0 and standard deviation = 1 (usually referred to as Z)

E. We use a table to get the areas under the standard normal (Appendix 2).  Be careful when looking up values in Z-tables.  Some are CDFs, some pdfs.  Your textbook gives area above 0 and below Z, others give area above – infinity and below Z.

1. Because the standard normal is symmetric around 0, the probability of Z<=0 = .5

2. The value in the table is the Probability that Z is between 0 and z.  

3. You read the table first down the left column and then across the top.  

4. Example: What is the probability that Z is between 0 and .057?

a. Left column for .05; across to .07 -> .2157

5. What is the probability that Z is below 2.11? 

a. prob(0<z<2.11) + p(z<0) = .4826+.5 = .9826

6. What is the probability that Z is above 2.11?

a. 1-Prob(Z<2.11) = 1-Prob(0<Z<2.11) - Prob(Z<0) = 1 - .4826 - .5 = .0174

7. What is the probability that Z is above -1.89?

a. Same as the probability that Z is below 1.89 (symmetry)

b. = P(0<z<1.89) + P(Z<0) = .4706+.5=.9706

8. If you want greater accuracy (3 decimal places) use a linear interpolation between 


the two values

9. We can also use the table to find values of z given a probability

a. For what value of z will a standard normal RV have a probability of .3 of being between 0 and z?

(i) Closest value in the table: .2995, which corresponds to a z of .84

b. Find the value of z such that the probability of being above z is .75

(i) First, it's < 0.  By symmetry, table value must be .25.  Closest value .67: 


but remember, negative: -.67

F. Transformation of Normal RVs

1. Standard normal is most useful because we can transform any normal RV into a standard normal and use the table.


2. How do we go from X ~ N((, (-squared) to Z ~ N(0,1)?

a. Subtract the mean to get mean zero

b. Divide by the standard deviation to get SD=1

3. Z = (X-()/(
4. Obviously, can do in reverse: X = Z*(+(
5. Example: Grades are distributed normally with mean =80 and sd = 10.  What is the probability that a random student has a grade of less than 60?

a. P(X<60) = P((X-()/( < (60-80)/10) = P(Z<-2)

b. Same as probability Z>2 -> 1-P(Z<2 = 1-.9772 = .0228

6. The Z transformation means that the probability that X is one SD above its mean is always the same: .68.  For 2 SD's, the probability is .95.  For 3, .997.; the Z value tells us how many standard deviations above or below the mean

IV. Basic method for solving normal distribution problems

A. Draw the standard normal graph – draw in what you know:  area or two points

B. Then use the tables

V. Normal approximation to binomial

A. As we saw earlier, normal can be used as an approximation to the binomial as n becomes large and p is not too close to 0 or 1.

1. Formally, if np>5 (when p<=1/2) and n(1-p)>5 when p>1/2, normal approximation is valid

2. Remember, mean = np and standard deviation = sqrt (np(1-p))

3. Only slight change:  to find the probability that the outcome of the binomial is between 4 and 6, we calculate the probability that the outcome of the associated normal is between 3.5 and 6.5

VI. Exercise 6.4  Find the area under the normal curve which lies between 

A. 0 and 1.82  .4656
B. –1.32 and 0  .4066
C. –1.08 and 1.08  2*.3599 = .7198
D. 1.32 and 1.46  .4279-.4066 = .0213
E. –1.08 and -.23   .3599-.0910 = .2689
F. -.48 and 2.01   .1844 + .4778 = .6622
VII. Exercise 6.6.  The sales of a firm next year is a RV that is normally distributed with a mean of 300 and a standard deviation of 60.  Calculate the probability that sales are

A. Less than 280  .5 - .1293 = .3707
B. Over 350   .5-.2967 = .2033
C. Between 185 and 265   .4726-.2190 = .2536
D. Between 305 and 375    .3944-.0319 = .3625
VIII. Exercise 6.12 The Martin Company announces that it will give $500 in bonuses to its sales people who are among the top 10 percent in sales in 1995.  It believes that its salespeople will be normally distributed, with a mean of 400,000 and a standard deviation of 100,000.  How large must sales be to get the bonus?

A. 400000 + 1.28*100000 = 528000
IX. Exercise 6.14 Mobil Oil drills 200 wells in Canada.  The probability that each will be a dry hole is 0.9.  Calculate the probability that   (mean=180, sd = 4.243)
A. 8 or more holes will not be dry   .9984  (P z<2.95)
B. 20 or more will not be dry  P(z<.12) = .5478
C. more than 7 but less than 20 will not be dry   P (.12<Z<2.95) = .4506
D. The number of dry holes will differ by 1 or less from its expected value.  P(-.35<Z<.35) = .2736
X. Exercise 6.16 The probability that any customer who enters a supermarket will purchase OJ is 0.1.  If 1000 customers enter the supermarket, what is the minimum number of cans the supermarket must have in stock if the probability is to be at most 5 percent that it will run out of OJ?

A. Np=100, sd=9.487  
B. (x-1/2-100)/9.487 = 1.64
C. x=116
XI. Exercise 6.18.  The diameter of screws produced by a particular machine is normally distributed.  30 percent of the screws are less than 1.3 increase in diameter and 40 percent are greater than 1.71 inches in diameter.  

A. What is the mean diameter of screws produced by this machine? What is the standard deviation?

1. U-.52 o = 1.3

2. U+.25 o = 1.71

3. Thus, .77 o = .41 inch, and o = .53 inch

4. U = 1.58 inches

 Sampling and Sampling Distributions

PRIVATE 

I. Statistical Inference

A. Often, we have a data set and want to make predictions about the population. 

B. Can't do that accurately if the sample is non-random

1. Example: take a poll of high school students: how many work outside of school?  Half of the students answer the poll and out of those, 1/4 work.  Problems?

II. Types of samples

A. Probability samples versus judgement samples

1. Probability samples: the probability that each element is included in the sample is known.

B. Simple random sample: each element in the population has an equal chance of being chosen.  The choice of one element is independent of the choice of all other elements.

C. Systematic sample: taking every kth element of a population.  Starting element chosen at random.  Elements must be ordered randomly.

D. Stratified random sample

1. Population divided into strata.  Random sampling within the strata

2. Subdivisions vary significantly with regard to the parameter of interest, but there is little variation within the subdivision

E. Cluster sample

1. Divide the sample into clusters (often geographic)

2. Choose a random sample of the clusters and then a random sample within the selected clusters

3. Often cost-effective

F. You will want to identify the type of sampling which resulted in the sample you use for your project.

1. Start thinking about your project.  Preliminary proposal due Oct. 21

G. Table of random numbers often helpful in generating a systematic sample

H. Exercise 7.12 A lawyer must estimate the mean value of the pieces of furniture contained in a 15 room house after the owner dies.  Such info is needed to fill out tax return.  In all, there are 135 pieces of furniture.  The lawyer decides to estimate the mean value based on a sample.  Would you advise stratification?  How?

1. Yes, by type of furniture.  Perhaps antiques separately.

III. Sample Statistics as Estimators of Population Parameters

A. Numerical measure of the population is the population parameter


B. Numerical measure of the sample is the sample statistic

C. Estimator of the parameter is the statistic that estimates it.  One parameter may have several estimators

1. Mean

a. add all sample observations and divide by n 

b. guess that the mean is the first observation, etc

D. The estimate is the particular value of the estimator for a particular sample.  If it's a single number, it's called a point estimate

1. Example: eq \O(x) is an estimator of (.  If you take a particular sample and calculate  eq \O(x), you get an estimate of (. 

2.  Population proportion is the percent of the population that belong in a particular category. 

a. (p)  What % of US citizens are black?

b. If we have a random sample of Americans, we can use an estimator of the population parameter ( eq \O(p,^)) which is x/n.  Where x is the number in the sample belonging to that group and n is the number in the sample. If we have a particular sample, we can get a point estimate

IV. Sampling Distributions

A. Sampling Distribution is the probability distribution of all possible values the statistic may take when computed from different random samples of the same size from the same population.  Each statistic or estimator is a RV.  

B. Now, to see what the shape of the distribution is: If the population is normally distributed, the sample mean is also normally distributed with a mean of ( and variance of ( squared/n, 

1. X bar ~ N((, ( squared/n)

C. Notice that as n increases, the variance of the sample mean decreases (we get a "closer" estimate of the true mean)

1. Show them http://arbitrage.byu.edu/sample.html
D. Notice the mean of x bar is ( , so "on average" it gets the correct mean.  This makes x bar a "good" estimator of the population mean

V. Central Limit Theorem

A. What if the population isn't distributed normally?  The Central Limit Theorem states that the distribution of the sample mean will tend to normal with mean ( and variance ( squared /n as n becomes large.

B. By large, we generally mean n>30

C. Show them      http://www.stat.sc.edu/~west/javahtml/CLT.html
D. Example: A population of men at Colgate University has a mean height of 69 inches and a standard deviation of 3.54 inches.  If a random sample of 50 men is drawn at random, what is the probability that the sample mean will be within 1 inch of the population mean (?


1. From the CLT, X bar is normally distributed with a mean of ( (69) and a standard deviation (standard error) of ( / sqrt(n) = .5, so X bar ~ N(69, .25).  

2. P(68< xbar <70) = P(68-69/.5 < Z < 70-69/.5) = P(-2 < Z < 2) = P(0<Z<2) + P(-2< Z< 0) =2*.4772 = .9544

E. Notice that as N increases, the probability of being within any interval of the mean increases.

VI. If population is not 20 times the size of the sample, correction needed for standard deviation of sample mean:  
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A. Where N is population size, n is sample size and sigma is standard deviation of the population

VII. Sampling Distribution when ( is unknown

A. When ( is unknown, the CLT does not apply

B. Now (xbar - ()/ (s/sqrt(n))   is no longer distributed as a standard normal, instead as a t distribution. 

1. discussed in detail in lesson 15

VIII. Sampling distribution of sample proportion (p hat)

A. We can think of this in terms of a binomial distribution.  If we have a population of 10,000 households and 40 percent prefer Coke and 60 percent prefer Pepsi, what is the probability that a random sample of 10 households will have more than 80% which prefer Coke.

B. Think of this as 10 Bernoulli trials, each with p=.4, n=10,  What is P(X>8)?  Distributed as a binomial, = 1-P(X<=8) = .9983 = .0017

IX. Exercises

A. 7.16 A sample is to be chosen from a population consisting of the prices of stocks sold in the US in a given week..  Assume an infinite population.  

1. How much of a reduction in the sd of the sample mean occurs if the sample size is increased from 2-4?    Ratio of old to new = sqrt(2/4) = .71

2. The sample size is reduced from 4-6?  Ratio = .82

3. The sample size is increased from 100-102?  Ratio = .99

B. 7.20 Furniture factor produces tables, mean = 28, sd = .02

1. Factory’s manger says that 99.7 % of the tables produced are between 27.94 and 28.06 inches long.  Agree?

a. Only if normally distributed!!!

2. Manager’s assistant says if samples of 100 are drawn from the factory’s output, the mean length of the sample will be between 27.994 and 28.006 about 99.7 percent of the time.  Do you agree?

a. Yes, CLT: sample means distributed normally with a mean of 28 and a sd of .02/10 = .002

b. Three standard deviations away from the mean (Z=3) =>  .4987*2 = .997

C. 7.24  Polymer Company has 50 spark plugs.  Average life = 40000 miles.  SD = 3000 miles.  8 chosen at random

1. SD of the sampling distribution of the average life of these 8 spark plugs?  
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2. P(X<38000) = P(Z<-2.04) = .5-.4793 = .0207

D. 7.26 A shipment of 2000 rugs is delivered to a large store, which selects a random sample of 20 of the rugs to inspect.  The shipment contains 200 defective rugs.  What is the probability that the proportion defective in the sample will depart from the true proportion defective by more than .05?

1. p=.1, n=20.  P(X<1 or X>3) = P(0) + [1-P(X<=3)] = .1216 + 1-.8670 = .2546 

E. 7.28 The Martin Company draws a simple random sample of its bills to determine which proportion has numerical errors.  In the population as a whole, 10 percent contain such errors.

1. If there are 10000 such bills and the sample contains 15 bills, what is the probability that the proportion of bills in the sample containing numerical errors exceeds 16 percent?

a. P(X>2.4), binomial is discrete, so P(X>=3), with n=15 and p=.1.  Use Table 12, and find 1-P(X<=2) = 1-.8159 = .1841

2. How large must the sample be if the standard deviation of the sample proportion equals .06?
a. Sample proportion = x/n.  Standard deviation of the sample proportion = standard deviation of x divided by n.  S = [sqrt(p(1-p)n)]/n = sqrt(p(1-p)/n) = sqrt(.09/n).  Set this equal to .06 and solve for n = 25.

F. 7.32  Uphill Corp. wants to know how consumers rate the performance of various bicycles.  A polling company calls every 100th number in the phone book.  

1. Is this a random sample?  No, it’s a systematic sample
2. Pitfalls?  Consumers without phones aren’t asked.  Some people who answer the phone are not bike riders.  Some people will not pick up the phone.
3. Phone calls were made between 10AM and 2 PM, Mon-Wed.  If there was not answer, the phone number was dropped.  Give several reasons why this survey might yield distorted results.  Families where both husband and wife work are unlikely to be included.  Single persons who work are unlikely to be included.  Children of school age are unlikely to be included.
G. 7.38  The Bel-Air corporations wants to estimate the mean amount spent on paper clips in 1994 by the nation’s 100 largest firms.  A random sample of 25 is drawn.  If the actual mean = 50,000 and the standard deviation were 5000, what is the expected value of the sample mean?  What is the standard deviation of the sample mean?  X bar ~ N(50,000, 5000/sqrt(25) * sqrt (75/99)) = N(50,000, 870.38)
1. Using Chebyshev’s inequality, determine an upper bound for the probability that the sample mean will not be between 48000 and 52000.  2000 is 2.3 standard deviations from the sample mean.  Chebyshev’s inequality says that the probability that a RV will assume a value within k standard deviations from the expected value is at least 1-1-k^2 = 1-1/5.29 = .812.  Probability that it is not within that range is .188

2. If the population is normal, then the P(-2.3<Z<2.3) = 2*.4893 = .9786.  Probability that it is not within that range is .0214.  Why do you need to know that the population is normal?  CLT applies if N>30  

Estimation and Confidence Intervals

I. Estimators and their properties

A. Different possible estimators for one population parameter.  

1. Examples:  mean; median; first number; 5; etc

B. Need a way to distinguish between these estimators

C. Three criteria: unbiased, consistent, efficient, sufficient

1. Unbiasedness: expected value is equal to the population parameter it estimates.  

a) E(Xbar) = E(sumX/n) = (E(x1) + E(x2) +...)/n = n*(/n = (
b) Any systematic deviation or error is called a bias.

2. Efficiency: relatively small variance.  Used to compare two estimators.

3. Consistency: variance decreases as sample size increases

D. Are our estimators of the mean, population proportion and variance unbiased, efficient, and
consistent?

1. Mean; sample mean and sample median are unbiased estimators of ( if the population is normal.  Sample mean is more efficient (smaller variance). Sample mean is consistent because variance decreases as n increases

2. Sample proportion - unbiased and smallest variance.

3. Sample variance s2= sum(x-xbar)^2 / (n-1)

a) Use n-1 so that the estimator is unbiased.  

E. Exercise 8.3: Washing Machine Company chooses a random sample of 25 motors from those it receives from one of its suppliers.  It determines the length of life of each of the motors.  The results (expressed in thousands of hours) are in the table on page 270 of the text.  The firm’s management is interested in estimating the mean length of life.  Provide a point estimate.  4.448 thousand hours.  Discuss pros and cons of only giving a point estimate
F. Exercise 8.4.  Is the sample proportion a consistent estimator of the population proportion?  Yes, as the sample size increases, the sample proportion approaches the population proportion.  The standard deviation of the sample proportion is 
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.  As n increases, the s.d. tends towards zero, which means that the sample proportion becomes concentrated ever more tightly about the population proportion.
II. Confidence Intervals

A. A range of numbers believed to include the unknown parameter.  Also a measure of 

confidence; level of confidence that the range of values does, indeed, include the 

parameter.

B. Take a sample, compute x bar, compute a range so that we can say: the point estimate of ( is 9, I am 95% confident that ( is between 8.5 and 9.5.

C. Confidence Interval for the population mean when the population standard deviation is known. 

1. Doesn't usually happen; why would you know the sd if you don't know the mean? –

2. Actually, this is a baseline for other assumptions

3. CLT tells us that when we select a large random sample, the estimator x bar is normally distributed with mean ( and sd (/sqrt(n).  

4. Before sampling, we can say that there is a 95% probability that xbar will fall within what range? ( +- 1.96 ( / sqrt(n)

5. After sampling, we can't talk about probabilities anymore.  Either xbar is in that range or not.  However, we are 95% confident that xbar falls within that range (or for repeated samplings, 95% of the xbars will fall within that range)

6. If xbar is in that range, then ( is also within xbar +- 1.96 ( / sqrt(n)

7. Before sampling, the CI has a 95% probability of having ( in it.  After sampling, we are 95% confident that the interval has (.  The difference is that after sampling x bar is no longer a random variable but a point estimate (or realization of a RV)

8. Can also have other levels of confidence (90, 99, etc)

a) z sub(alpha/2) is the z value that cuts off a right-tail area of alpha/2 under the standard normal

b) Let's find z sub(alpha/2) for alpha = .01, 2.575

c) alpha = .1, 1.645

9. A (1-alpha)*100 % confidence interval for ( when ( is known and sampling is done from a normal population or sample size is large is:

a) 
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b) When sampling from the same population using a fixed sample size, the higher the confidence level, the wider the interval

c) When sampling from a fixed population, using a fixed confidence level, the larger the sample size, the narrower the confidence interval.

D. Large sample, when sigma is unknown

1. If the sample is sufficiently large, we can simply replace sigma with the sample standard deviation.

a) Sufficiently large usually refers to n>30

b) 
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2. If the population is relatively small, use the correction factor 

a) 
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E. If population is normally distributed and sample is small, 
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 is distributed as a t with n-1 degrees of freedom

1. Can think of degrees of freedom as the number of data points (or measurements) minus the number of parameters you've already estimated (and use in the new estimator) - called restrictions

2. Appendix table 6:  notice what is shown on the table

3. T is symmetrical and bell shaped and has a mean of zero

F. If sigma is unknown and it is a small sample, confidence interval with level of confidence (1-alpha) is 
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G. Exercise 8.8.  Compare the t with infinite degrees of freedom to the standard normal.  In particular show that the probability is the same that each will exceed 1.645 (.05) 1.96 (.025)and .674(.25).  Is this surprising?  This is not surprising because as the # of degrees of freedom increases, the t distribution approaches the standard normal distribution.
H. Exercise 8.10. The difference between a person’s true weight and the weight shown on a scale is normally distributed with a standard deviation of .8.  31 people weigh themselves and the results are shown on page 282.  

1. Construct a 95% confidence interval for the mean difference.

a) Mean = .319
b) 
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c) .037 oz. < (<.601 oz.
2. Construct a 90% confidence interval for the mean difference.

a) 
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b) .083 oz. < (<.555 oz.
I. Exercise 8.14 A firm with 50 overseas plants chooses a random sample of 40 to determine the number of days the plant was shut down due to labor disputes.  Sample mean is 9.8.  Standard deviation is 2.

1. 90 percent confidence interval:  

a) 
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b) 9.566< ( < 10.034
2. 9.4< ( < 10.03.  Because the population is larger, the sample is a smaller proportion of the population and the CI is wider than in part a.
III. Confidence Intervals for the population proportion

A. E(p hat) = (
B. 
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C. Of course, we don’t actually know (, but in large samples, we can substitute p hat

D. CI = 
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E. You can use this same technique for any statistic which is normally distributed with a mean of a and a standard deviation of b.  The CI is “a +- za/2b”

1. Book has examples of the difference between 2 means and the difference between 2 proportions

F. Exercise 8.18: A trucking firm has an inventory of spare parts.  The firm draws a random sample of 24 parts and finds that 25 percent are unusable.  Construct a 95% confidence interval for the nonusable proportion of the entire inventory.

1. .25 (1.96 sqrt(.25(.75)/24) = .25 ( 1.96*.0884 = .25 ( .1732 = .077 <p<.423

IV. Determining the size of the sample

A. Three factors which play a role

1. Degree of confidence selected.  

a) If you want a higher degree of confidence, a larger sample must be selected.  In the extreme, if you want to be 100% confidence, the entire population must be sampled

2. Maximum error allowed.

a) How far off from the actual mean is allowable to you.  Depends on the application.  Medical devices: little error allowed.  Furniture:  more error, perhaps

3. Variation of the population

a) A population with little variation requires a small sample.  A population with a lot of variation requires a large sample, because otherwise, you have a reasonable chance of getting only the outlying observations.

B. Best way to see this: example.  You will assist the college registrar in determining how many transcripts to study.  The registrar wants to estimate the mean GPA of all graduating seniors during the past 10 years.  GPA’s range between 2.0 and 4.0.  The mean is to be estimated within plus or minus .05 of the population mean.  The registrar wants to be 99% confident of his result.  The standard deviation of a small pilot survey is .279.  How many transcripts should be studied?

1. 
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2. Wants z = 2.576

3. S = .279

4. Wants 
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 to be .05 (a value the book calls (
5. .05 = 2.576*(.279/sqrt(n))

6. Solve for n = 
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= (2.576*.279/.05)^2 = 206.6, so sample 207 transcripts

C. Can also do for a population proportion

1. n = 
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V. Exercise 8.28: A local government wants to estimate the percentage of buildings that are vacant.  A reasonable guess if 20%.  The government wants the probability to be 90 percent that the sample proportion differs from the population proportion by no more than 2 percentage points.  How large should the sample be?

A. 
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 = (1.645/.02)^2 (.2) (.8) = 1082

VI. Exercise 8.30: A spokesman for a repair shop claims that in 40% of the cases of repair, the customer is undercharged.  A law firm plans to construct a ransom sample so that the probability of the sample proportion’s being in error by more than .01 is .05.  How large should the sample be?

A. 
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 = (1.96/.01)^2 (.4)(.6) = 9219.84. so take a sample of 9220.

Hypothesis TestingPRIVATE 

I. Hypothesis Testing: decision making

A. Want to test something, i.e. The mean height of a population is equal to 68 inches.

1. Null hypothesis: ( = 68, (H0)

2. Alternative hypothesis: ( eq \O(=,/)  68 (H1) 

3. One of the two must be true.

4. Use a random sample to test our hypothesis

5. Test statistic is computed from the data (ie. sample mean)

6. Decision rule is a rule which specifies when the null is rejected 

a. **Need: null and alternative hypothesis, alpha (related to the level of confidence), test statistic, decision rule **

B. Two types of possible errors in doing this:

1. If ( IS equal to 68, but we reject: type I error:

a. Probability of type one error =(
b. Often thought of as convicting an innocent person

(i) (H0 is that they're innocent)

2. If ( IS NOT equal to 68, but we accept H0

a. type II error (()

b. Often thought of as releasing a guilty person 

3. We can only control one: usually care more about type I, also called level of significance

4. Usually set alpha to some small number, ie. .05, same concept as before

5. Reject vs. fail to reject; reject vs. accept

6. Statistical significance

II. Two-tailed test of mean (large sample or normal distribution)

A. Null hypothesis; must include equality

B. For 2-tailed test, H0: ( = (0;   H1: ( eq \O(=,/)  (0
C. Significance level : alpha, usually .05 or .01; the probability of rejecting H0 when H0  is actually true
1. If the null hypothesis is true, you know the sampling distribution of x bar
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D. Test statistic: 
[image: image33.wmf]n

x

z

s

m

0

-

=


E. Critical points
za/2 and –za/2
F. Decision rule: reject H0 if z< -za/2 or if z > za/2    otherwise, fail to reject

III. One-tailed tests

A. Often want to test if mean is greater or equal vs less than (or vice versa)

1. Example: Friend claims Colgate will never have a great basketball team because average height of men is less than or equal to 5'9".  You disagree.

2. H0:  ( ( (0;  H1: ( < (0
3. In one-tailed test, entire probability of type I error (alpha) is placed in one tail

a. Rejection area is the "tail"

4. Critical point  (only ONE!)  

IV. Steps for a valid hypothesis test

A. Formulate the null and alternative hypotheses

B. Specify the significance level of the test

C. Choose a test statistics

D. State the decision rule

E. Collect the data and perform the calculations

F. Make the statistical and administrative decisions.  Interpret your results.

V. Exercise 9.2: Firm carried out a study to see whether the performance of mutual funds fell when managers changed.  

A. Null hypothesis?  Mean change is the same

B. Alternative hypothesis?  Mean change is lower

C. One or two tailed test?  One tailed

VI. Exercise 9.4: A firm’s engineers test the hypothesis that 2 percent of the items coming off an assembly line are defective.  They pick a random sample of 5 items each hour.  If any of the items is defective they reject the null hypothesis.

A. Test statistic?  Number defective

B. Rejection region?  When the number of items defective is greater than zero, it is in the rejection region

C. One or 2 tailed? One tailed

VII. Exercise 9.10.  A firm produces metal wheels.  The man diameter should be 4 inches.  The actual diameters vary, with the standard deviation being 0.05 inches.  To test whether the mean is really 4, the firm selects a random sample of 50 wheels and finds that the sample mean diameter equals 3.97.

A. If the firm is interested in detecting whether the true mean is above or below 4 inches and if alpha is .01, what is the relevant decision rule?  Reject the null hypothesis if z<-2.576 or if z>2.576.  Therefore, reject the hypothesis if 
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, otherwise fail to reject.  This ends up being, reject if xbar < 3.982 or > 4.018.  So, reject

B. If u=3.99, the probability that 3.982<xbar<4.018 equals the probability that (3.983-3.99)/.0071<Z<(4.018-3.99)/.0071 or that –1.13<Z<3.94 which equals .87

C. What should the firm’s decision be?  Since xbar=3.97, the null hypothesis should be rejected

VIII. Exercise 9.14  Suppose that a bank test the hypothesis that the proportion of deposit slips filled out incorrectly is 1 percent.  

A. What is H0?  P=.01

B. Under what circumstances will the bank incur a Type I error?  If it rejects the null, when it is indeed true

C. Type II error?  If it does not reject the null, when it is indeed false

D. What considerations determine the proper value of a and B?  The relative costs of a type I and a type II error.

IX. P-value

A. At what level of alpha would we reject the null?  If it's small, null is likely to be false

B. The p-value is the probability of obtaining a value of the test statistic as extreme as the actual value obtained is the null were true

C. The smaller the p-value, the more convinced we are that the null is untrue

D. In a two-tailed test, don't forget to double the value in the single tail

E. This is another way of looking at hypothesis tests: reject the null if alpha >= p-value

F. This gives readers the chance to use the alpha they think is appropriate

X. Two-tailed test for mean, small-sample (t)

A. Test statistic is t = xbar - (0 / s / sqrt(n) distributed t with n-1 df

XI. Two-tailed test (large sample) for the population proportion

A. Test statistic 
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distributed as a standard normal

XII. Hypothesis tests for the difference of 2 means or the difference of 2 proportions is given in your text.  Understand how they work, but I will not test on those formulas

XIII. Last words and cautions about hypothesis testing

A. What are we doing?

B. Distance of null from  x bar  

C. Scaling by sigma and n      WHY?

1. Distance of 100 is small when data points are annual income (50000, 12000, 130000), large when data points are heights (62", 55", 76")

2. As n gets large, expect to get closer and closer to true mean (error goes down)

D. Reject in a practical sense vs. in a statistical sense

1. HO: (=0, H1:( eq \O(=,/)0.   Reject null, but find that x bar = .0000005

2. May reject statistically because you have a large sample

3. Reject in a practical sense? - have to know your experiment. Atoms - yes, distance in inches or feet - maybe not.

XIV. Exercise 9.22a: An economist wants to determine whether the proportion of tool and die firms now using numerically controlled machine tools is different in Canada than in the US.  The economist draws a random sample of 81 firms in Canada and 100 in the US, and finds that 20 in Canada and 30 in the US have introduced such tools.  

A. What is the null hypothesis? P1 = p2.  Alternative hypothesis?  P1(p2

B. Decision rule?  Two-sample test of proportions: Large Samples (page 334)  

1. Reject the null if 
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 is greater than za/2 or less than   -za/2. Otherwise, do not reject.  Where p=
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C. If alpha = .1, should the null be rejected?

1. P=.28, test statistics = .75.  since .75<z.05=1.64, fail to reject

D. Don’t reject (Z=1.96)

E. Don’t reject (critical value = 2.576)

XV. Exercise 9.30: A firm chooses a random sample of 25 motors received from a supplier.  The lengths of lives are listed on page 347.  Suppose the firm wanted to test the hypothesis that the mean length equals 4900, its principal objective being to see if the mean is lower.  Use alpha of 0.05.  Should they reject?

A. Ho: u=4900

B. H1: u < 4900

C. Xbar=4448 and s=341.7

D. Test statistic = 
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E. Decision rule: reject if test statistic < -ta.  Other, fail to reject.

F. –ta=1.711 (with a=.05).  So you reject the null hypothesis and conclude that the mean is below 4900.

XVI. Exercise 9.32: A bank manager believes the mean income of the depositors is 20,000.  He wants to test this against the alternative hypothesis that the mean is less than 20,000.  Random sample is shown on page 348.  

A. If alpha=5 %, should it reject the hypothesis?

1. Ho: u=20000;  H1: u<20,000

2. Test statistic = 
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3. Decision rule reject if test statistic < -ta.  Other, fail to reject.

4. –ta=1.711 (with a=.05).  So you reject the null hypothesis and conclude that the mean is below 20,000.

B. What if alpha=1%?  

1. –ta=2.896 (with a=.01).  So you fail to reject the null hypothesis and say that the mean is not statistically different from 20000

XVII. Exercise 9.43:  An auto producer wants to test the hypothesis that mean MPG is 28 against the alternative that it is not 28.

A. S.d =6, n=100.  Provide a suitable test procedure if alpha = .05

1. H0: u=28; H1:u(28

2. Test statistic: 
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3. Decision rule:  reject if test statistic is less than –1.96 or greater than 1.96

B. Suppose the mean is 26.2.  Should they reject?

1. Test statistic = -1.8/.6 = -3

2. Reject and conclude that the mean is not 28

C. Suppose the producer is interested in rejecting only if mean is less than 28?

1. Now H1: u<28

2. Same test statistic, new decision rule:  reject if test statistic is –1.64 or less

3. Yes, still reject

Review class

I. Exercises 8.36: A school board wants to determine whether the mean IQ at school A is significantly different from the mean at school B.  School A: mean=109, s.d. = 11 ; School B: mean=98, s.d. = 9.  Sample sizes for both = 90

A. 90% CI for the difference between the two means

1. 
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2. 8.5<u1-u2<13.5

B. 99% CI

1. substitute 2.576 in for 1.64

2. 7.1<u1-u2<14.9

II. Exercise 8.38: Difference between 2 proportions:  Method A of reroofing finds 18% of 200 houses experienced leaks.  Method B finds that 29% of 200 houses experienced leaks.  Compute a 95% confidence interval for the difference between the 2 proportions.

A. 
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1. .028<pi1-pi2<.192

2. Are you reasonably confident that the difference is not 0?

III. Exercise 8.40: 10,000 people in a neighborhood.  A cable TV station wants to estimate the average # of hours that a person spent watching its programs.  Its executives think that the s.d. =3.2.  It is desired that the probability be .98 that the sample mean differs by no more than 0.5 hours from the true mean.  How large must the sample be?

A. N=
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IV. Exercise 9.36: A random sample of 12 letters shows a mean weight of 2.7 oz. And a standard deviation of 1.1 oz.

A. Using a 2 tailed test with alpha = .02, are these data consistent with the company’s beliefs that the mean weight of all letters it mails is 2 oz.?

1. 
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  test statistic

2. Critical value: t.01 = 2.718

3. No reason to reject 2

B. Suppose the sample had been 120 instead of 12.  Would you have reached the same conclusion?

1. 
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 test statistic
2. Since this is greater than the critical value z.01 (2.33) reject
V. Exercise 9.38: A bank believes that 70 percent of the people buying CDs obtained the money by withdrawing it from their savings certificates.  It selects a random sample of 150 people.

A. The bank rejects this belief if more than 114 or less than 96 obtained the money in this way.  What value of alpha is the bank establishing?

1. 
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2. z=1.6, which corresponds to a/2 of .548, so alpha = .11

B. It turns out that 110 obtained the money that way.  If the bank had set alpha = .05, would the difference between the sample proportion and 70 percent be statistically significant?

1. Reject H0 if Z>1.96 or Z<-1.96.  Reject H0 if p>.773 or <.627.  since p=.73, fail to reject

C. What is the p-value of this test?  Explain its meaning.

1. The p-value is .42

VI. Exercise 9.42: Anne Jerome finds the difference between the mean IQ of a sample and 100 is not statistically significant.  Explain what this means.

1. The probability is alpha or more that the difference could be due to chance

B. Is the finding in (a) independent of alpha?

1. No

C. Anne Jerome also finds that the difference between the mean IQ of a sample and 140 is statistically significant.  Explain what this means

1. The probability is less than alpha that this difference could be due to chance

D. Is this independent of alpha?

1. No

VII. Exercise 9.44: A Congressman attributed the rejection of the Westway project, in part, to a document that stated that the project would have a significant adverse effect on striped bass in the Hudson.  Afterwards, the authors of the document said the effect was small.  The Court of Appeals said this was “Orwellian-like” doublespeak.  Agree?  Explain

A. In its draft statement, the Corps of Engineers used the word significant to mean statistically significant.  Of course, this does not mean that the effect would be large.

ST241

Simple Linear Regression and CorrelationPRIVATE 

I. Up until now, have focused on one variable at a time.  Now, look at the relationship between two variables.  Examples:  advertising and sales, price and demand for a product, education and income, etc.

II. Steps in testing a relationship between two variables:


A. Write down a model - mathematical relationship between two or more variables



For instance, the two variables we will study are wage income and education.  

You would expect someone with higher education to have a higher wage.



So, most generally, we can write    Wage = f ( education)


B. Write down the regression model that we will test.



Wage = (0 + (1 * (Education) 



This is saying that if you know someone's education, you can perfectly figure out their wage.  Not true - other factors - age, industry in which they work, area of the country, race and gender (maybe), etc



So, we can either add all these things (will do later in multiple regression) or add a general term called (, the error.  Even after we've added in everything we can think of, there will still be some part of the wage we can't explain.




Wage = (0 + (1 * (Education) +  (


Called simple linear regression model.  (0 and (1 are called the parameters of the model.  As before, if you know these 2 parameters, you know the whole model.  This time, what we will be estimating is these two parameters.  These are the population parameters we want to estimate.  Again, will be developing an estimator and then figuring out the standard error of the estimator.



(0  is called the intercept.  It is the Y intercept of the line:   




Wage = (0 + (1 * (Education) 



 (1  is called the slope.  It is the slope of that line



Wage is the dependent variable.  Education is the independent variable.



In general, we write :   Y = (0 + (1 X + (


Random and non-random components, Non-random component is 




E(Y|X) =  (0 + (1 X 



What can we do once we've found the parameters - predict wage given education


C. Model assumptions: 
relationship between Y and X is linear






( ~ N(0, (2), error is called residual.  It's the variation in Y that cannot be explained by X.  Average error is zero and variance of errors doesn't depend on X


D. Example - do graphically      ,   show random and non random part


E. Linear vs. non-linear, 

III. page 416, 10-4 - slope and intercept

   page 416 - 10-8 - brainstorm

We want to establish a relationship between years of education and the wage someone receives.  We take a random sample of 20 individuals and get their years of education and their wage income (total labor income divided by hours worked).  

PRIVATE 

Person

Years of Education

Wage (dollars per hour)

1
12
15.00

2
16
21.00

3
16
18.00

4
12
11.00

5
9
8.00

6
10
9.00

7
12
10.00

8
14
15.00

9
14
14.00

10
18
20.00

11
16
19.00

12
12
5.00

13
11
6.00

14
12
8.00

15
8
5.00

16
12
9.00

17
12
8.00

18
16
14.00

19
10
6.00

20
18
22.00
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HOMEWORK ASSIGNMENT 5

Macroeconomists study consumption and income in the United States.  They theorize that consumption is a function of disposable income (among other things).

1. What mathematical model would you write down which describes their theory as an equation?

2. What are the parameters of your model?

Here is the data for personal consumption expenditures and personal disposable income in the United States from 1985 - 1994.  (All values are expressed as billions of 1987 dollars).

PRIVATE 
Year
Personal Consumption Expenditures
Personal Disposable Income

1985
2865.8
3162.1

1986
2969.1
3261.9

1987
3052.2
3289.5

1988
3162.4
3404.3

1989
3223.3
3464.9

1990
3272.6
3524.5

1991
3259.4
3538.5

1992
3349.5
3648.1

1993
3458.7
3704.1

1994
3578.5
3835.4

3. Make a scatterplot (either on Lotus or Minitab, or by hand on graph paper) with personal  disposable income on the x-axis (horizontal) and personal consumption expenditures on the y-axis (vertical).

4. Using your scatterplot, does it make sense to model the relationship between income and consumption as a straight-line relationship (linear)?

5. Fit a line (by eye) to the data you plotted on the scatterplot.  For one data point, show E(Y|X) and the error term for the line you fitted.


HOMEWORK ASSIGNMENT 5 - SOLUTION

1. The most general model is that C = f ( DI)   where C is consumption, and DI is disposable income.  More specifically, the model that we will be using in this course is a simple linear regression model.  In that case, we can write down the exact form of f (DI).

C = (0 + (1 * DI + e

2. The population parameters that you want to estimate are  (0 (the intercept term) and  (1 (the slope term).


[image: image49.png]Caneumptcn

Consurption and Income

Disposzt Incame.





2
3. 

4. Yes, it looks as if the relationship is linear.
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5. 
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Least Squares

I. Question we are asking today - what should we do to estimate (0 and (1?   This time, the estimator is not so obvious as the sample mean.

II. The way that we will get our estimator is the method of least squares.  The estimators will be called b0 and b1.     One way to do this:  pick any b0 and b1.   Figure out the observed errors, where ei = yi - b0 - b1xi.    Square each one and sum them up    (set up a table to show this).   Then do this for another b0 and b1.  Do it for all possible b0 and b1 and pick the one that gives you the lowest sum of squared errors.      This is the intuition.  Calculus (taking derivatives) gives you the answer. To minimize a function, take the first derivative, set to zero and check the second derivative.
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III.  Before I give you the answers, there are some definitions you need to know:
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IV. 
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seq Equation  \* Arabic  \h6    are the least squares estimators.  As always, our estimators have standard errors which we'll learn about in a while.
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V. Examples 10-14 on page 424


First, have to find mean of x and y


x bar = 56.77


y bar = 7.54


Then, use computer to find SSx and SSxy.  Use formula to find b1 and b0.


Y = -3.05658 + .186634 * X


What does this tell you?  If you raise your quality to 10, best guess of market share is 

_____


If you raise your quality by one, market share goes up by .186634   (relate to slope and 

derivatives)


I'll let you do the same for 10-16.

VI.  Now we want to know something about how sure we are of our estimates of b0 and b1 (want to know standard errors - on average, how wrong are we)

                A. What we assume we know is that e~N(0,(2), However, we don't know (2, so we estimate it with s2, called mean squared error            


B.  Y = b0 + b1*X + e = eq \O(Y)  + e



e = Y- eq \O(Y)     , 



SSE = ( ( Y- eq \O(Y)    )2


MSE = SSE / (n-2)      = s2       why n-2, those are the degrees of freedom - have estimated two parameters                



SE(b1) = s / (SSx
See this in handout for wage and education

VII.  Standard error of b1 is estimated -> t distribution


CI for b1:      
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seq Equation  \* Arabic  \h7
95% CI for effect of education on wage.
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[ 1.31 , 2.17 ]


We're pretty sure the effect is not zero.

VIII. 10-24, page 429

           We'll do this for question 10-14.                           


See sheet
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[.1505 , .2227]   Again, pretty sure that the coefficient is not equal to zero.


COMPUTER ASSIGNMENT 3

In this computer assignment, you will be using the same data that you used in Homework Assignment 5.  Here is another copy of the table of personal consumption expenditures and personal disposable income in the United States from 1985 - 1994.  (All values as expressed as billions of 1987 dollars.)

PRIVATE 
Year
Personal Consumption Expenditures
Personal Disposable Income

1985
2865.8
3162.1

1986
2969.1
3261.9

1987
3052.2
3289.5

1988
3162.4
3404.3

1989
3223.3
3464.9

1990
3272.6
3524.5

1991
3259.4
3538.5

1992
3349.5
3648.1

1993
3458.7
3704.1

1994
3578.5
3835.4

1. Enter the data into minitab.  What are the mean and standard deviations of consumption and income?

2.  Run a regression analysis on the data, assuming that income is the independent variable.  What is the point estimate of the slope?  What is the point estimate of the intercept?  What is the standard error of b1?

3. Conduct a two-tailed test at a level of significance of .05 for the existence of a linear relationship between income and consumption.  Be sure to write down your null and alternative hypotheses, the test statistic, the critical points, and the decision rule, along with your conclusion.

4. Conduct a two-tailed test for the null hypothesis that (1 = 1.  This means that there is marginal propensity to consume of 1.  Do this test at ( = 0.1  .

5.  What is the R2 of this regression?  What does R2 mean?  

6. What equation would you use to predict values of consumption?  What is your best prediction of consumption if income were 3500 (billions of 1987 dollars)?   

7. Calculate a 95% prediction interval for the consumption in the US for a year in which income were 3500 (billions of 1987 dollars).  Interpret this interval (in other words, what do the two numbers mean?).


Solution - Computer Assignment 3
 MTB > set c1

 MTB > end

 MTB > set c2

 MTB > end

 MTB > name c1='consum'

 MTB > name c2='income'

1. The mean consumption is 3219.1 and the standard deviation is 217.7.  The mean income is 3483.3, and the standard deviation is 211.1.
 MTB > describe 'consum' 'income'

                 N     MEAN   MEDIAN   TRMEAN    STDEV   SEMEAN

 consum         10   3219.1   3241.4   3218.4    217.7     68.8

 income         10   3483.3   3494.7   3479.5    211.1     66.7

               MIN      MAX       Q1       Q3

 consum     2865.8   3578.5   3031.4   3376.8

 income     3162.1   3835.4   3282.6   3662.1

2. The scatterplot is shown below.  It does seem that there is a strong linear relationship between consumption and income.
 MTB > plot 'consum' 'income'

         ‑                                                     *

         ‑

     3500+

         ‑                                            *

 consum  ‑

         ‑                                        *

         ‑

     3250+                                **

         ‑                            *

         ‑                        *

         ‑

         ‑                *

     3000+

         ‑              *

         ‑

         ‑        *

         ‑

           ‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+income  

              3150      3300      3450      3600      3750      3900

3. The regression output is shown below.  The point estimate for the slope is 1.02, and the point estimate for the intercept is -351.  The standard error for b1 is .0406.
 MTB > regress 'consum' on 1 'income'

 The regression equation is

 consum = ‑ 351 + 1.02 income

 Predictor       Coef       Stdev    t‑ratio        p

 Constant      ‑351.0       141.8      ‑2.48    0.038

 income       1.02491     0.04063      25.23    0.000

 s = 25.73       R‑sq = 98.8%     R‑sq(adj) = 98.6%

 Analysis of Variance

 SOURCE       DF          SS          MS         F        p

 Regression    1      421181      421181    636.39    0.000

 Error         8        5295         662

 Total         9      426476

4. 
HO: b1 = 0

 
H1: b1 eq \O(=,/)  0


Test statistic : 
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Critical points:  ±t(/2 = ± 2.306

Decision Rule:  If test statistic > 2.306 or test statistic < -2.306, reject H0.





Otherwise, accept


Conclusion:  Reject H0.

5. 
HO: b1 = 1

 
H1: b1 eq \O(=,/)  1


Test statistic : 
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Critical points:  ±t(/2 = ± 1.860

Decision Rule:  If test statistic > 1.86 or test statistic < -1.86, reject H0.





Otherwise, accept


Conclusion:  Accept H0.

6. R2 = 98.8%.  This means that 98.8% of the variation in consumption can be explained by the variation in income.
7. The equation you would use to predict consumption, given income, is 
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As shown below, your best prediction of consumption if income were 3500, is 3236.24.  

 MTB > regress 'consum' on 1 'income';

 SUBC> predict 3500.

 The regression equation is

 consum = ‑ 351 + 1.02 income

 Predictor       Coef       Stdev    t‑ratio        p

 Constant      ‑351.0       141.8      ‑2.48    0.038

 income       1.02491     0.04063      25.23    0.000

 s = 25.73       R‑sq = 98.8%     R‑sq(adj) = 98.6%

 Analysis of Variance

 SOURCE       DF          SS          MS         F        p

 Regression    1      421181      421181    636.39    0.000

 Error         8        5295         662

 Total         9      426476

      Fit  Stdev.Fit         95% C.I.         95% P.I.

  3236.24       8.16   (3217.41,3255.07)  (3173.98,3298.49)   

8. A 95% prediction interval for consumption in the US in a year in which income was 3500 is [3173.98 , 3298.49].  This means that we are 95% sure that in a year in which income was 3500, consumption would be between these two values. 

ST 241
Hypothesis Tests and R2
I. May do this regression analysis to test a particular theory.  Need to figure out what the hypothesis is (mathematically) and do a test.


A. Most common test: (1 = 0.  This tests whether or not there is a linear relationship between the two variables.


B. In finance and economics, sometimes want to test that (1 = 1 (or some other number) that comes form our theory.

II. Same set-up for a hypothesis test


A. Null hypothesis: (1 = (10

B. Alternative hypothesis: (1 eq \O(=,/)  (10

C. Test statistic: 
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D. Test statistic is distributed as a t with n-2 d.f.


E. Critical points ± t (/2 , n-2

F. Decision rule: If ts > cp or <-cp, reject




o/w accept


G. P-value: 2* area to the right of ts under the t distribution

III. Example    10-36, page 438


Model : Sales = f ( Fuel efficiency) = (0 + (1 * (FE)


b1 = 2.435


s(b1) = 1.567


n = 12



null:  (1  = 0


alternative:  (1 eq \O(=,/)   0


Test statistic : 
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P-value  : between   .2 and .1


Therefore, at ( < .1 , accept


Usually, ( = .05, accept -> not strong enough evidence that a linear relationship exists

IV. How good is the regression?


Show on graph :


Total deviation from mean = explained deviation from mean + unexplained deviation


(y - eq \O(y)  ) =  ( eq \O(y,^) - eq \O(y)  ) + (y - eq \O(y,^)  )


Square each term for each data point and sum over the data points


((yi - eq \O(y)  )2 =  (( eq \O(y,^) - eq \O(y)  )2 +( (yi - eq \O(y,^)  )2


Total sum of squares = Explained sum of squares + Residual sum of squares


r2 = The proportion of the total variation in the data that can be explained by the 

regression relationship = SSR / SST


Show two graphs with different r2.


The higher the r2, the better the fit of our regression.  Since the least squares method minimizes SSE, it gives the highest R2 out of any possible estimator


MINITAB COMMANDS FOR CA3


1. The basic minitab command you will use for linear regression is 'regress'.  If you called your dependent variable Y and your independent variable X, then you would type:

regress 'Y' on 1 predictor, 'X'


to regress Y on X.  The regression equation you are estimating is Y = (0 + (1*X.      In this section of the course, it is very important that you understand the minitab output.  When you use the regression command, you will see several numbers.  An example is shown below.

 MTB > regress c1 on 1 predictor, c2

 The regression equation is

 C1 = 7.48 ‑ 0.411 C2

 Predictor       Coef       Stdev    t‑ratio        p

 Constant       7.483       1.184       6.32    0.000

 C2           ‑0.4111      0.2361      ‑1.74    0.100

 s = 1.981       R‑sq = 15.1%     R‑sq(adj) = 10.1%

 Analysis of Variance

 SOURCE       DF          SS          MS         F        p

 Regression    1      11.899      11.899      3.03    0.100

 Error        17      66.732       3.925

 Total        18      78.632

 Unusual Observations

 Obs.      C2        C1       Fit Stdev.Fit  Residual   St.Resid

   6     6.00     9.000     5.016     0.558     3.984      2.10R 

 R denotes an obs. with a large st. resid.


First, you can see the point estimates in the regression equation as well as in the coef (stands for coefficient) column.  The row labelled 'constant' refers to b0 and the row labelled 'c2' refers to b1.  The Stdev column displays the standard error of b0 and b1.  The t-ratio column displays the test statistic for the null hypothesis that each coefficient equals zero.  In other words, it is simply the coefficient divided by the standard error.  The p column displays the p-value for the test statistic in the previous column.


The next row of results shows the MSE (denoted as s), and the R2 for the regression.  Don't worry about the R-sq(adj).  


The next section shows you some items which are familiar to you.  In the SS column, you can find the regression sum of squares and the sum of squared errors.  You should understand how this relates to R2.  


From this output, you should be able to form confidence intervals for (1, do hypothesis tests on (1,  and give point estimates for (0 and (1.


2. The second command you may use when doing linear regression is 'predict'.  This is actually a subcommand of 'regress'.  In order to get E(Y|X) for one particular value of X (in this example, 50), type:






regress 'Y' on 1 predictor, 'X';






predict 50.


In the following example, I have deleted the lines that I already showed you above.  When using 'predict', minitab prints out the following extra lines:

 MTB > regress c1 on 1 predictor, c2;

 SUBC> predict 6.6.

      Fit  Stdev.Fit         95% C.I.         95% P.I.

    4.770      0.650   (  3.398,  6.142)  (  0.369,  9.170)   


Fit tells you E(Y|X), Stdev Fit tells you the standard deviation of the fitted values, and the 95% prediction interval (P.I.) is what we learned in class.  Do not worry about the confidence interval.  

ST241

Prediction

I. Two major uses for the regression model


A. Are the two variables related (check b1=0) or are they related in a certain way (for example, b1=1)


B. Prediction - provide estimates of the dependent variable for certain values of the independent variable



1. Do not predict out of the range of X variables in your data set.  Relationship is valid only in range you studied



2. Use  prediction equation : 
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3. For example : After you do the study of wages and education levels, someone asks you : What is your best guess of the wage of someone with 12 years of education? 
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4. Great example of not extrapolating outside the range: Y hat for X = 0, negative.  Clearly not correct (could be zero).  The reason it comes out to this is that our sample did not have anyone with this level of X.


C. Confidence intervals for prediction 



1. Error in the line and also randomness which we can't predict.  



2. CI for Y hat :
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3. As s (estimate of the standard deviation of the errors) increases, so does interval.  As n increases, interval decreases.  As we get further from eq \O(x) , interval increases.  Can predict best at the mean of x.




4. Let's do this for our wage and education example:   (95% confidence interval)




y hat = 10.40




s = sqrt (MSE) = 2.56




n = 20




x bar = 13




SSx = 158




t sub a/2 for 18 DF = 2.101
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This is called the prediction interval in your book.  The other formula is the CI for the average Y hat , given a particular value of X.

Often draw in the prediction interval.

II. Examples : We'll do an example for the quality and market share example: (10-14)


Give a 99% confidence interval for the market share of a product with a quality level of 

50.


y hat = b0 + b1 * 50 = -3.057 + .187 * 50 = 6.293


t = 3.106


s = sqrt (MSE) = sqrt (.990789) = .99538


n = 13


x = 50


x bar = 56.769


SSx = 3684.3
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� EMBED Excel.Chart.5 \s ���
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